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Abstract. A recently developed ab initio approach to the electronic structure of sub-
stitutionally disordered alloys and their surfaces is reviewed. It is based on (i) the
tight-binding linear muffin-tin orbital (TB-LMTO) method in the atomic sphere appro-
ximation which provides a physically transparent solution of the one-electron problem
in metallic materials, (ii) the coherent potential approximation (CPA) for a mean-
field treatment of the substitutional randomness, and (iii) the surface Green functions
for a proper description of the true semi-infinite geometry of surfaces and interfa-
ces. Theoretical formulation of fundamental electronic quantities, both site-diagonal
(charge densities, densities of states) and site non-diagonal (the Bloch spectral fun-
ctions) is presented. Transformation properties of the LMTO-CPA theory as well as
specific problems of application of the local density approximation to random alloys
are briefly discussed and basic algorithms employed in the numerical implementation
of the formalism are described.

1 Introduction

Recent ab initio investigations of electronic properties of solids rely on the local
spin-density approximation (LSDA) to the density-functional formalism and on a
number of techniques solving the corresponding one-electron Schrödinger (Kohn-
Sham) eigenvalue problem. These techniques comprise, e.g., the Korringa-Kohn-
Rostoker (KKR) method [1,2], the linear muffin-tin orbital (LMTO) method
[3,4], the linear augmented plane-wave (LAPW) method [3,5], or the optimized
linear combination of atomic orbitals (LCAO) method [6]. They provide a rea-
sonable description of the electronic structure for most of metallic solids even
within the muffin-tin model [1,2] or the atomic sphere approximation (ASA)
[3,4]. Full-potential versions of these techniques yield in principle an exact solu-
tion to the Schrödinger equation which is indispensable for accurate evaluation
of total energies, forces, and other important quantities for perfect bulk solids
(elemental metals, ordered alloys) as well as their defects (impurities, surfaces,
grain boundaries).

Substitutionally disordered alloys (substitutional solid solutions) represent
a broad class of systems where the above mentioned methods are only parti-
ally successful: their direct application requires large supercells simulating the
randomness of real alloys. The coherent potential approximation (CPA) – in-
troduced three decades ago [7] in terms of the Green functions – offered an
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effective-medium (mean-field) approach to the electronic structure of random
alloys. Further development of the CPA was formulated first in a tight-binding
picture (TB-CPA) [8,9] followed by the KKR-CPA theory [10,11] (for a review
of both approaches see, e.g., [2]). In the early 1980’s, the KKR-CPA became a
theory of random alloys fully comparable to the existing charge selfconsistent
techniques for non-random systems. The development of the TB-CPA continued
towards an ab initio level which was motivated by a need for a physically simple
description of the electronic structure of bulk alloys and their surfaces. This ef-
fort led to the LCAO-CPA [12,13] and the LMTO-CPA [14,15] methods which
can be considered as alternatives to the KKR-CPA.

In this contribution a brief theoretical background of the LMTO-CPA me-
thod is given together with numerical techniques used in practice. The theory
is developed within the TB-LMTO-ASA method [16,17] which results in an ef-
ficient unified scheme for the electronic structure of random and ordered bulk
alloys, their surfaces and interfaces. Its full detailed description was presented in
[15] while the numerical algorithms were reviewed in [18]. The paper is organized
as follows. Section 2 summarizes the most important relations of the TB-LMTO-
ASA method in terms of the Green functions. Section 3 is the central part of the
paper: it introduces the concept of configurational averaging and describes the
theoretical and numerical aspects of the LMTO-CPA method. Section 4 presents
a short review of quantities and techniques for a treatment of layered systems
(surfaces and interfaces). Section 5 deals with the application of the LSDA to
random alloys. Finally, a brief survey of existing results and further extensions
of the method is given in Sect. 6.

It should be noted that the LMTO-CPA formalism bears strong similarities
with the KKR-CPA theory within the ASA, so that expressions for many quan-
tities (e.g., densities of states, electronic charge densities) are fully analogous in
both approaches. However, there are differences as well which arise from different
Hilbert spaces and Hamiltonians: the KKR theory is based on the Hamiltonian
H = −∆ + V (r) acting in the Hilbert space of functions ψ(r), where r is a
three-dimensional continuous variable, whereas the LMTO theory uses a local
basis set with a finite number of orbitals per lattice site. The Hamiltonian is
then a matrix quantity. Despite the fact that the spectra of both Hamiltonians
are in principle identical (in a limited energy interval), some quantities (e.g., the
Bloch spectral functions) become non-equivalent in the two approaches. From
the point of view of the alloy theory, both formulations have their own merits:
the Hilbert space of the KKR-CPA is explicitly non-random (independent of a
particular alloy configuration), the TB (matrix) formulation of the LMTO-CPA
offers, e.g., a simple perturbative treatment of relativistic effects (spin-orbit cou-
pling) or an inclusion of many-body effects in terms of the intraatomic Coulomb
and exchange integrals, etc.
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2 Green Functions in the Atomic Sphere Approximation

The solution of the one-electron Schrödinger equation with a potential V (r) can
be equivalently formulated in terms of the one-electron Green function G(r, r′; z)
defined (with spin variables omitted) by [1,2]

[ z + ∆r − V (r) ] G(r, r′; z) = δ(r − r′) ,
[ z + ∆r′ − V (r′) ] G(r, r′; z) = δ(r − r′) , (1)

where z denotes a complex energy. The Green function G(r, r′; z) is an analytic
function of z with the exception of poles and/or branch cuts on the real energy
axis. Within the ASA, the Green function for a closely packed solid can be
written in the form [15,19,20]

G(r + R, r′ + R′; z) = − δRR′
∑
L

ϕRL(r<, z) ϕ̃RL(r>, z)

+
∑
LL′

ϕRL(r, z)GRL,R′L′(z) ϕR′L′(r′, z) . (2)

Here R,R′ denote the lattice points (centers of the atomic spheres), L,L′ are the
angular momentum indices (L = (�,m)), the variables r, r′ refer to positions of
points inside the individual atomic spheres, and the symbol r< (r>) denotes that
of the vectors r, r′ with the smaller (larger) modulus. The functions ϕRL(r, z)
and ϕ̃RL(r, z) are defined by

ϕRL(r, z) = ϕR�(r, z)YL(r̂) , ϕ̃RL(r, z) = ϕ̃R�(r, z)YL(r̂) , (3)

where r = |r|, r̂ = r/r, and YL(r̂) denotes the real spherical harmonics. The
radial amplitudes ϕR�(r, z) and ϕ̃R�(r, z) are respectively regular and irregular
solutions of the radial Schrödinger equation for the R-th atomic sphere of radius
sR and for the complex energy z. The regular solution is normalized to unity,∫ sR

0
ϕ2

R�(r, z) r
2 dr = 1 , (4)

while the irregular solution is unambiguously specified by a smooth matching at
the sphere boundary (r = sR) to the energy derivative of the regular solution
ϕ̇R�(r, z) (an overdot means energy derivative).

The Green function matrix GRL,R′L′(z) in (2) will be referred to as the
physical Green function. It is given in terms of the potential functions P 0

R�(z)
and the canonical structure constants S0

RL,R′L′ by

GRL,R′L′(z) = λ0
R�(z) δRL,R′L′ + µ0

R�(z) g
0
RL,R′L′(z) µ0

R′�′(z) , (5)

where the quantities on the r.h.s. are defined as

µ0
R�(z) =

√
Ṗ 0

R�(z) , λ0
R�(z) = − 1

2
P̈ 0

R�(z)
Ṗ 0

R�(z)
,

g0
RL,R′L′(z) =

{[
P 0(z) − S0]−1

}
RL,R′L′

. (6)
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In the last equation, the symbol P 0(z) stands for a diagonal matrix of potential
functions, P 0

RL,R′L′(z) = P 0
R�(z) δRL,R′L′ . The matrix g0

RL,R′L′(z) will be refer-
red to as the auxiliary (or KKR-ASA) Green function. The superscript 0 of all
quantities in (5, 6) denotes the canonical LMTO representation. The physical
and auxiliary Green functions are connected by a trivial relation (5), the former
one is directly related to the Green function in real space (2), the latter one is
of a simpler form and thus better suited for numerical applications.

Let us now summarize the most important relations involved in the TB-
LMTO theory [16,17]. The superscript α marks the corresponding representation
specified by the screening constants αR� (the trivial choice αR� = 0 corresponds
to the canonical representation). The transformations of the screened potential
functions Pα

R�(z) and the screened structure constants S
α
RL,R′L′ from a particular

representation α to some other representation β (specified by a different set of
the screening constants βR�) are given by

P β
R�(z) = Pα

R�(z) [ 1 + (αR� − βR�) Pα
R�(z) ]

−1
,

Sβ
RL,R′L′ =

{
Sα [ 1 + (α− β) Sα ]−1

}
RL,R′L′

. (7)

These relations serve simultaneously as definitions of the screened quantities
from the canonical ones

(
P 0(z), S0

)
. The second equation is written in a matrix

notation with α, β being diagonal matrices of the form αRL,R′L′ = αR� δRL,R′L′ .
In analogy to (6), we define

µα
R�(z) =

√
Ṗα

R�(z) , λα
R�(z) = − 1

2
P̈α

R�(z)
Ṗα

R�(z)
,

gα
RL,R′L′(z) =

{
[Pα(z) − Sα]−1

}
RL,R′L′

. (8)

As a consequence, one can prove two important relations, namely

GRL,R′L′(z) = λα
R�(z) δRL,R′L′ + µα

R�(z) g
α
RL,R′L′(z) µα

R′�′(z) , (9)

and

gβ
RL,R′L′(z) = (βR� − αR�)

Pα
R�(z)

P β
R�(z)

δRL,R′L′

+
Pα

R�(z)

P β
R�(z)

gα
RL,R′L′(z)

Pα
R′�′(z)

P β
R′�′(z)

. (10)

The first relation (9) implies that the physical Green function is invariant with
respect to the choice of the screening constants αR�, cf. (5). The second relation
(10) means that the auxiliary Green functions in different representations are
related to each other by a simple rescaling. Let us note that the first term on the
r.h.s. of (9) does not contribute to calculated physical quantities in most cases.
However, its presence is inevitable for correct analytic properties of the Green
functions (2, 9) in the complex energy plane.
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The only non-trivial step in a calculation of the Green function for a solid is
the matrix inversion (8) defining the auxiliary Green function gα

RL,R′L′(z). In the
case of a bulk solid with three-dimensional translational symmetry, the lattice
points R can be expressed in the form R = B + T where B runs over a finite
number of the basis vectors while T runs over the translation lattice vectors.
The lattice Fourier transformation of the structure constant matrix leads to a
k-dependent matrix quantity

Sα
BL,B′L′(k) =

∑
T

Sα
BL,(B′+T )L′ exp(i k · T ) , (11)

where k denotes a vector from the first Brillouin zone (BZ). The lattice Fourier
transform of the auxiliary Green function, gα

BL,B′L′(k, z), is given by the inverse
of a finite-dimensional matrix:

gα
BL,B′L′(k, z) =

{
[Pα(z) − Sα(k)]−1

}
BL,B′L′

, (12)

where Pα(z) denotes a diagonal matrix of the potential functions of the inequiva-
lent atoms, Pα

BL,B′L′(z) = Pα
B�(z) δBL,B′L′ . The inverse Fourier transformation

(a BZ-integration) yields then all elements of the auxiliary Green function as

gα
BL,(B′+T )L′(z) =

1
N

∑
k

gα
BL,B′L′(k, z) exp(−i k · T ) , (13)

where N is the number of cells in a large, but finite crystal with periodic bo-
undary conditions.

Further, let us mention the link between the Green functions and the stan-
dard LMTO theory. By using parametrized forms of the potential functions
Pα

R�(z) and the related quantities λα
R�(z) and µ

α
R�(z) which are correct up to the

second order in a limited energy region, we get

Pα
R�(z) = [∆R� + (γR� − αR�) (z − CR�) ]

−1 (z − CR�) ,

µα
R�(z) = [∆R� + (γR� − αR�) (z − CR�) ]

−1 √
∆R� ,

λα
R�(z) = [∆R� + (γR� − αR�) (z − CR�) ]

−1 (γR� − αR�) , (14)

where CR�, ∆R� and γR� are the LMTO-ASA potential parameters [4,17]. The
insertion of (14) with αR� = 0 into (5, 6) yields (in a matrix notation):

G(z) = (z −H)−1 , H = C +
√
∆ S0 (

1 − γ S0)−1 √
∆ , (15)

which means that the physical Green function is the resolvent of the second-order
LMTO-ASA Hamiltonian H. It should be noted that the energy linearization
of the LMTO method, which leads to (14) and to the Hamiltonian (15), is not
of central importance for the Green function techniques discussed here, as they
require matrix inversions rather than matrix diagonalizations.

Finally, let us sketch briefly the evaluation of basic physical observables. As
a rule, they are directly related to a limit of the one-electron Green function
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G(r, r′; z) with respect to the upper complex halfplane, z = E + i0, where E
denotes a real energy variable. At zero temperature, the electronic charge density
�R(r) inside the R-th atomic sphere (with spin index ignored) can be written
as

�R(r) = − 1
π

∫ EF

−∞
Im G(r + R, r + R;E + i0) dE

=
∑
LL′

∫ EF

−∞
ϕRL(r, E) nR,LL′(E) ϕRL′(r, E) dE , (16)

where EF is the Fermi energy. The quantity nR,LL′(E) is the local density of
states matrix which is given in terms of the site-diagonal block of the physical
Green function

nR,LL′(E) = − 1
π

Im GRL,RL′(E + i0) (17)

and which is closely related to RL-projected and local densities of states

nRL(E) = nR,LL(E) , nR(E) =
∑
L

nRL(E) . (18)

The total integrated density of states, N(E), can be obtained from (8, 9, 17,
18). In a matrix notation, the result can be written as [21]

N(E) =
∑
RL

∫ E

−∞
nRL(ε) dε

=
1
π

Im
[
Tr log gα(E + i0) +

∑
RL

log µα
R�(E + i0)

]
, (19)

where the symbol Tr means the trace over the composed RL-index. Note that it
is the auxiliary (KKR-ASA) Green function which appears in the expression for
the integrated density of states N(E), in contrast to the physical Green functions
entering the densities of states nR(E) and the charge densities �R(r). Despite
this fact, N(E) (19) is representation-invariant as can be easily shown.

3 The Coherent Potential Approximation

Let us now consider the simplest model of a substitutionally disordered al-
loy. We assume several components (atomic species) labeled by a superscript
Q (Q = A,B, . . . ) which occupy randomly the sites R of a given rigid lattice
with probabilities cQR satisfying the conditions∑

Q

cQR = 1 . (20)
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We neglect completely any correlations of occupations of different sites and as-
sume that the one-electron potential inside the R-th atomic sphere (and conse-
quently the related quantities like the potential functions Pα

R�(z)) depends solely
on the occupation of this site. In order to express this model in a formal way, we
introduce the random occupation index ηQ

R which takes on two values: ηQ
R = 1

if an atom of the species Q is at the site R, and ηQ
R = 0 otherwise. Each con-

figuration of the disordered alloy is thus uniquely specified by these occupation
indices which obey the following trivial relations:∑

Q

ηQ
R = 1 , ηQ

R ηQ′
R = ηQ

R δQQ′
, (21)

which reflect the fact that a given site R cannot be empty or occupied by two
different species simultaneously. Let us denote the configurational average of an
arbitrary quantity as 〈. . . 〉, then we get〈

ηQ
R

〉
= cQR ,

〈
ηQ

R ηQ′
R′

〉
= cQR δRR′ δQQ′

+ cQR cQ
′

R′ (1 − δRR′) , (22)

where the second equation expresses the absence of correlations of the site occu-
pations. The random potential functions Pα

R�(z) can be then written in a form

Pα
R�(z) =

∑
Q

ηQ
R Pα,Q

R� (z) , (23)

where Pα,Q
R� (z) denotes the non-random potential function of the atom Q occupy-

ing the site R. Equation (23) represents an important assumption of the model;
analogous relations are valid between the random quantities λα

R�(z), µ
α
R�(z) (8)

and their Q-dependent non-random counterparts λα,Q
R� (z), µα,Q

R� (z). Let us fur-
ther assume that the screening constants αR� are non-random (configuration-
independent). This implies that the structure constant matrix Sα

RL,R′L′ is non-
random. The basic problem is an (approximate) configurational averaging of the
various one-electron quantities introduced in Sect. 2. In the following, we use a
simplified notation with omitted angular momentum indices L,L′ so that ma-
trix quantities XRL,R′L′ will be abbreviated as XR,R′ (e.g., X = Sα, gα(z)),
while local (site-diagonal) quantities WR,LL′ will be abbreviated by WR (e.g.,
W = Pα(z), λα(z), µα(z)).

We start with the auxiliary Green function gα
R,R′(z). Its configurational aver-

age ḡα
R,R′(z) can be formally written in a form (cf. (8))

〈
gα

R,R′(z)
〉

= ḡα
R,R′(z) =

{
[Pα(z) − Sα]−1

}
R,R′

(24)

which is nothing but an implicit definition of a non-random matrix quantity
Pα

R,R′(z) – the so-called coherent potential function. The complete knowledge of
the latter is equivalent to an exact configurational averaging in (24). Approxi-
mate alloy theories like the virtual crystal approximation, the average t-matrix
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approximation, and the single-site CPA are based on the neglect of all site non-
diagonal blocks of Pα

R,R′(z):

Pα
R,R′(z) = Pα

R(z) δRR′ . (25)

This assumption leads to a natural interpretation of the coherent potential fun-
ctions: Pα

R,LL′(z) describes the scattering properties of an effective atom at the
lattice site R. The average Green function (24) corresponds then to a non-
random solid formed by the effective atoms placed at the rigid lattice sites.

There are several ways of introducing the single-site CPA [2,7,8]. Here we
present the approach of [14,15]. The unknown coherent potential functions Pα

R(z)
are determined in the following manner. Besides the solid with the effective
atoms at all lattice sites, we consider a case with a particular site R occupied
by a specified component Q while all other sites are occupied by the effective
atoms. The auxiliary Green function in the former case is ḡα(z) (24), whereas
that in the latter case will be denoted by ḡα,(RQ)(z). Since the two systems differ
only by a perturbation Pα,Q

R (z) − Pα
R(z) which is localized on a single site, the

two Green functions are related by

ḡ
α,(RQ)
R′,R′′ (z) = ḡα

R′,R′′(z) − ḡα
R′,R(z) tα,Q

R (z) ḡα
R,R′′(z) . (26)

The quantity tα,Q
R,LL′(z) is the single-site t-matrix describing the scattering due

to a Q-impurity in an effective medium formed by the effective atoms. It is
explicitly given by

tα,Q
R (z) = fα,Q

R (z)
[
Pα,Q

R (z) − Pα
R(z)

]
=

[
Pα,Q

R (z) − Pα
R(z)

]
f̃α,Q

R (z) , (27)

where

fα,Q
R (z) =

{
1 +

[
Pα,Q

R (z) − Pα
R(z)

]
ḡα

R,R(z)
}−1

,

f̃α,Q
R (z) =

{
1 + ḡα

R,R(z)
[
Pα,Q

R (z) − Pα
R(z)

]}−1
. (28)

The CPA condition for the coherent potential functions can be now formulated
as ∑

Q

cQR ḡ
α,(RQ)
R′,R′′ (z) = ḡα

R′,R′′(z) , (29)

which expresses the equivalence of the average Green function ḡα(z) and a
concentration-weighted sum of the Green functions ḡα,(RQ)(z), see Fig. 1.

As it is obvious from (26), the relation (29) is equivalent to∑
Q

cQR tα,Q
R (z) = 0 , (30)



Disordered Alloys 357

� � � � �
� � � � �
� �Q� � �
� � � � �
� � � � �

� � � � �
� � � � �
� � � � �
� � � � �
� � � � �

✂
✂
✂
✂✂

❇
❇
❇
❇❇

❇
❇

❇
❇❇

✂
✂

✂
✂✂

Fig. 1. The selfconsistency condition of the CPA

which is a condition for vanishing average scattering from the Q-impurities (Q =
A,B, . . . ) embedded in the effective medium.

Equation (30) represents the standard form of the CPA selfconsistency con-
dition [2,7,8] which specifies implicitly the coherent potential functions Pα

R(z).
It should be noted that Pα

R,LL′(z) are in general non-diagonal matrices in the
L,L′ indices, in contrast to the potential functions of the individual components
(Pα,Q

R,LL′(z) = Pα,Q
R� (z) δLL′). The CPA condition (30) has to be solved for all si-

tes simultaneously as the single-site t-matrices (27, 28) involve the site-diagonal
blocks of the full matrix inversion defining the average Green function (24). In
practice, this can be done only if the whole lattice can be represented by a finite
number of inequivalent sites. In the case of a bulk alloy with a crystal lattice and
with a possible long-range order, the lattice sites can be written as R = B + T
(see the text before (11)), where B labels the inequivalent sites, and the alloy is
specified by the concentrations cQB and the component-dependent potential fun-
ctions Pα,Q

B� (z). As a consequence, the coherent potential functions for all lattice
sites reduce to a finite set of matrix quantities Pα

B,LL′(z). In analogy to (12),
the lattice Fourier transform of the average auxiliary Green function is given by

ḡα
BL,B′L′(k, z) =

{
[Pα(z) − Sα(k)]−1

}
BL,B′L′

, (31)

where the matrix Sα(k) is given by (11) and Pα(z) denotes a matrix of the cohe-
rent potential functions of the inequivalent sites, Pα

BL,B′L′(z) = Pα
B,LL′(z)δBB′ .

A subsequent BZ-integration yields the elements of the average auxiliary Green
function (cf. (13))

ḡα
BL,(B′+T )L′(z) =

1
N

∑
k

ḡα
BL,B′L′(k, z) exp(−i k · T ) . (32)

It should be noted that only the site-diagonal blocks (B = B′, T = 0) of ḡα(z)
enter the CPA selfconsistency condition (30). The appearance of k-dependent
quantities in the description of random substitutional alloys reflects a well-known
fact that the configurational averaging restores the translational symmetry (ab-
sent for individual configurations of the alloy).

Despite the fact that the CPA condition (30) represents a set of coupled non-
linear equations for the complex matrix quantities Pα

R,LL′(z), general theorems
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guarantee the existence of its unique solution which possesses the so-called Her-
glotz property. The latter means that (i) the coherent potential functions are
analytic functions of z outside the real energy axis, and (ii) the imaginary part
of the matrix Pα

R(z) is positive (negative) definite for Im z > 0 (Im z < 0).

3.1 Site-Diagonal Quantities

The calculation of average local quantities like the charge densities (16) or the
local densities of states (18) requires a knowledge of additional quantities besides
the site-diagonal blocks of the average Green function (24). One introduces so-
called conditionally averaged local auxiliary Green functions ḡα,Q

R,R(z) defined
by

ḡα,Q
R,R(z) =

(
cQR

)−1 〈
ηQ

R gα
R,R(z)

〉
. (33)

This quantity corresponds to the site-diagonal (R,R)-th block of the Green
function averaged under the condition that the site R is occupied by the atomic
species Q. Within the CPA, ḡα,Q

R,R(z) is equal to the (R,R)-th block of the
Green function ḡα,(RQ)(z) (26) corresponding to an RQ-impurity in the effective
medium:

ḡα,Q
R,R(z) = ḡα

R,R(z) − ḡα
R,R(z) tα,Q

R (z) ḡα
R,R(z) . (34)

An equivalent form of this result can be obtained with the help of (28):

ḡα,Q
R,R(z) = ḡα

R,R(z) fα,Q
R (z) = f̃α,Q

R (z) ḡα
R,R(z) . (35)

It follows immediately from (34, 35) that the CPA selfconsistency condition (30)
can be expressed in two other forms, namely,∑

Q

cQR ḡα,Q
R,R(z) = ḡα

R,R(z) , (36)

and ∑
Q

cQR fα,Q
R (z) =

∑
Q

cQR f̃α,Q
R (z) = 1 . (37)

The first of them can be easily interpreted: the concentration-weighted average
of the Q-dependent conditionally averaged local Green functions is equal to the
site-diagonal block of the average Green function.

Let us now discuss the averaging of local observables. We define the condi-
tionally averaged local physical Green functions ḠQ

R,R(z) as

ḠQ
R,R(z) =

(
cQR

)−1 〈
ηQ

R GR,R(z)
〉
. (38)
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Taking into account (9) and the simple configuration dependence of Pα
R�(z),

λα
R�(z), and µα

R�(z) (23), we obtain finally

ḠQ
RL,RL′(z) = λα,Q

R� (z) δLL′ + µα,Q
R� (z) ḡα,Q

RL,RL′(z) µα,Q
R�′ (z) . (39)

The expressions (16, 17, 18) can be modified to get the Q-resolved average
quantities: the local density of states matrix

nQ
R,LL′(E) = − 1

π
Im ḠQ

RL,RL′(E + i0) , (40)

the densities of states

nQ
RL(E) = nQ

R,LL(E) , nQ
R(E) =

∑
L

nQ
RL(E) , (41)

and the charge densities

�Q
R(r) =

∑
LL′

∫ EF

−∞
ϕQ

RL(r, E) n
Q
R,LL′(E) ϕQ

RL′(r, E) dE . (42)

One can also define average local quantities as concentration-weighted sums of
the corresponding Q-resolved quantities, e.g.,

nRL(E) =
∑
Q

cQR nQ
RL(E) , nR(E) =

∑
Q

cQR nQ
R(E) , (43)

which define average densities of states.
The CPA expression for the configuration average of the total integrated

density of states N(E) is not a simple generalization of (19). The final result is
given by [2,14,22]

N(E) =
1
π

Im
[
Tr log ḡα(E + i0) +

∑
RQ

cQR tr log fα,Q
R (E + i0)

+
∑
RQL

cQR log µα,Q
R� (E + i0)

]
, (44)

where the symbol tr means the trace over the angular momentum index L. Let
us mention an important variational property of N(E) (44), which is a direct
consequence of the CPA selfconsistency [22]: N(E) is stationary with respect
to variations of the coherent potential functions δPα

R(z). This property makes
the CPA an excellent starting point for studies of alloy energetics within the
generalized perturbation method [23,24].

In numerical implementations of the CPA as well as of other Green function
techniques, complex energies are indispensable to obtain the limiting values at
the real energy axis, cf. (40, 44). A useful approach to get the necessary limits
F (E+i0) of a complex function F (z) analytic in the upper halfplane is based on
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a relatively easy evaluation of the function F (z) for Im z > 0 and a subsequent
analytic continuation to the real axis [25]. This procedure is justified by the
Riemann-Cauchy relations and it employs truncated Taylor expansions of the
function F (z). Suppose that F (z) has to be evaluated for real energies on a
dense equidistant mesh of energy points En = E0 + nh, where h is an energy
step and n = 0, 1, . . . , N . Let us consider a discrete set of complex energy points

zn,m = E0 + n h + im h , (45)

where m = 0, 1, . . . ,M , and let us abbreviate Fn,m = F (zn,m). The first step
of a continuation procedure is the calculation of Fn,M for −M ≤ n ≤ N +M ,
i.e., for complex energies along a line parallel to the real axis. In each of the M
following steps, the values of Fn,m with m reduced by one are obtained from all
previously calculated values. The simplest examples are given by relations:

Fn,m−1 = 2 Fn,m +
−1 + i

2
Fn−1,m +

−1 − i
2

Fn+1,m , (46)

which is based on a quadratic Taylor expansion, and

Fn,m−1 = Fn,m +
i
2
Fn−1,m − i

2
Fn+1,m , (47)

which is based on a repeated linear Taylor expansion. There are many modifica-
tions of this procedure which employ higher-order expansions [15,25]. However,
only the linear continuation (47) yields always strictly non-negative densities
of states and the Bloch spectral functions. Typically, an energy increment of
h ∼ 5 mRy and M ∼ 2 to 5 lead to a sufficiently large Im z for an initial calcu-
lation of F (z). The continuation to the real axis according to (46, 47) represents
then a negligible computational effort.

An example of average densities of states is presented in Fig. 2 for a spin-
polarized random bcc Fe0.7V0.3 alloy. Due to the antiparallel magnetic moments
of the Fe and V atoms, the spin-up electrons feel a much stronger disorder than
the spin-down electrons. The different degree of disorder is nicely reflected in the
shapes of the local densities of states: the spin-down densities for both compo-
nents (Fig. 2b) resemble those for the pure elements in the bcc structure whereas
the spin-up densities (Fig. 2a) are strongly modified due to alloying. Especially
in the latter case, the CPA describes the electronic structure substantially bet-
ter than other single-site theories (the virtual crystal approximation, the average
t-matrix approximation).

3.2 Site Non-Diagonal Quantities

Let us now turn to the physical Green function GR,R′(z) and to its configura-
tional average

〈GR,R′(z)〉 = ḠR,R′(z) , (48)



Disordered Alloys 361

Fig. 2. Spin-polarized local densities of states for Fe (full lines) and V (dotted lines)
atoms in the random bcc Fe0.7V0.3 alloy: (a) spin-up electrons, (b) spin-down electrons.
The vertical lines denote the position of the Fermi energy

and let us treat separately its site-diagonal (R = R′) and site non-diagonal
(R 
= R′) blocks. The former are given directly by

ḠR,R(z) =
∑
Q

cQR ḠQ
R,R(z) , (49)

where the conditionally averaged blocks ḠQ
R,R(z) can be expressed according to

(39). The site non-diagonal blocks can be rewritten with the help of (9, 23) as

ḠR,R′(z) =
∑
QQ′

µα,Q
R (z)

〈
ηQ

R gα
R,R′(z) ηQ′

R′

〉
µα,Q′

R′ (z) . (50)

The configurational average on the r.h.s. of (50) represents (apart from a nor-
malization) a more complicated case of a conditional average: it refers to the site
non-diagonal (R,R′)-th block of the auxiliary Green function averaged under
the condition that the two sites R,R′ are occupied by the atomic species Q,Q′,
respectively. The single-site CPA expression for this kind of conditional average
is [10,11] 〈

ηQ
R gα

R,R′(z) ηQ′
R′

〉
= cQR f̃α,Q

R (z) ḡα
R,R′(z) cQ

′
R′ f

α,Q′
R′ (z) . (51)

Equation (51) can be derived for binary alloys by means of a simple algebraic
technique [14] while for the multicomponent case one can use Green functions
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in an extended space [2,9]:

ĝα
RQL,R′Q′L′(z) = ηQ

R gα
RL,R′L′(z) ηQ′

R′ . (52)

A single-site CPA averaging of (52) yields then the result (51) [2]. The final
expression for the average physical Green function follows from (49, 50, 51) and
can be compactly written as

ḠR,R′(z) = ḠR,R(z) δRR′ + M̃α
R(z) ḡα

R,R′(z) Mα
R′(z) (1 − δRR′)

= Lα
R(z) δRR′ + M̃α

R(z) ḡα
R,R′(z) Mα

R′(z) , (53)

where

Mα
R(z) =

∑
Q

cQR fα,Q
R (z) µα,Q

R (z) ,

M̃α
R(z) =

∑
Q

cQR µα,Q
R (z) f̃α,Q

R (z) , (54)

and

Lα
R(z) = ḠR,R(z) − M̃α

R(z) ḡα
R,R(z) Mα

R(z) . (55)

It should be noted that the final relation between ḠR,R′(z) and ḡα
R,R′(z) (53)

bears the same formal structure as (9) for the non-averaged Green functions.
The average physical Green function (53) can be now used to calculate the

Bloch spectral functions. Let us consider again the case of a random bulk alloy
with a crystal lattice and with a possible long-range order. The lattice sites can
be written as R = B+T , where B labels the inequivalent sites and T runs over
the translation vectors of the configurationally averaged system (see the text
near (31, 32)). The Bloch spectral functions are defined in terms of the lattice
Fourier transform of ḠR,R′(z):

ABL(k, E) = − 1
π

Im ḠBL,BL(k, E + i0) ,

AB(k, E) =
∑
L

ABL(k, E) . (56)

As follows from (53), the lattice Fourier transform of ḠR,R′(z) can be reduced
to that of ḡα

R,R′(z) which in turn is given by (31):

ḠBL,BL(k, z) =
∑
L′L′′

M̃α
B,LL′(z) ḡα

BL′,BL′′(k, z) Mα
B,L′′L(z)

+ Lα
B,LL(z) . (57)

Using (53) and elementary properties of lattice Fourier transformations, one
can prove a relation between the Bloch spectral function ABL(k, E) and the
corresponding average density of states nBL(E) (43), namely,

nBL(E) =
1
N

∑
k

ABL(k, E) . (58)
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According to this sum rule, the Bloch spectral function reflects the contributions
of different parts of the BZ to the resulting density of states of the configura-
tionally averaged system. Let us note that in the case of non-random crystalline
solids, the spectral functions for a given fixed k-vector reduce to sums of δ-
functions located at the corresponding energy eigenvalues. Hence, the concept
of the Bloch spectral functions substitutes energy bands in random alloys and
can be used, e.g., for a definition of the Fermi surfaces. The latter are based on
the k-dependence of the spectral functions (56) evaluated at a constant energy
(E = EF ).

3.3 Transformation Properties of the LMTO-CPA

The physical properties of a non-random system described by the TB-LMTO-
ASA method do not depend on the choice of a particular LMTO representation
α as expressed by (5, 9). In the context of random alloys, it is of fundamental
importance to know whether this feature survives the approximate configuration
averaging within the single-site CPA. The answer is positive [15] as will be shown
below.

We assume that the representations α, β are specified by non-random scre-
ening constants αR�, βR�, respectively. For simplicity, we will omit the energy
arguments as well as the angular momentum indices L,L′. The transformation
of the coherent potential functions is analogous to (7), namely,

Pβ
R = Pα

R [ 1 + (αR − βR) Pα
R ]−1

. (59)

The transformations of the coherent potential functions (59) and of the non-
random structure constants (7) lead to the following transformation of the aver-
age auxiliary Green functions:

ḡβ
R,R′ = (βR − αR) Pα

R

(
Pβ

R

)−1
δRR′

+
(
Pβ

R

)−1
Pα

R ḡα
R,R′ Pα

R′

(
Pβ

R′

)−1
(60)

which is of the same structure as (10). The transformation of the perturbation
related to a single Q-impurity embedded in the effective medium is given by

P β,Q
R − Pβ

R = P β,Q
R

(
Pα,Q

R

)−1 (
Pα,Q

R − Pα
R

)
(Pα

R)−1 Pβ
R , (61)

as can be easily derived from (7, 59). The transformation of the quantities (28)
can be obtained with the help of (61) and of the site-diagonal blocks of (60).
The result is

fβ,Q
R = Pβ

R (Pα
R)−1

fα,Q
R Pα,Q

R

(
P β,Q

R

)−1
,

f̃β,Q
R =

(
P β,Q

R

)−1
Pα,Q

R f̃α,Q
R (Pα

R)−1 Pβ
R , (62)
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which can be combined with (61) to get the transformation of the single-site
t-matrices (27):

tβ,Q
R = Pβ

R (Pα
R)−1

tα,Q
R (Pα

R)−1 Pβ
R . (63)

An immediate consequence of (63) is the simultaneous validity of the CPA
selfconsistency condition (30) in two different LMTO representations. This me-
ans that all CPA effective media are mutually equivalent irrespective of the
particular LMTO representation used for the formulation and solution of the
selfconsistency condition.

The transformations of other quantities can be derived from (59–63). This
yields, e.g., for the conditionally averaged local auxiliary Green functions (35) a
relation completely analogous to (10):

ḡβ,Q
RL,RL′(z) = (βR� − αR�)

Pα,Q
R� (z)

P β,Q
R� (z)

δLL′

+
Pα,Q

R� (z)

P β,Q
R� (z)

ḡα,Q
RL,RL′(z)

Pα,Q
R�′ (z)

P β,Q
R�′ (z)

. (64)

One can further show that CPA averages of the physical Green functions (38, 48)
remain invariant with respect to different LMTO representations α, which in turn
implies the invariance of all physical observables and proves a full compatibility
of the single-site CPA with the TB-LMTO method.

3.4 Solution of the CPA Selfconsistency

It should be noted that although the above three forms of the CPA condition (30,
36, 37) are mathematically equivalent, not all of them are suitable for numerical
applications. For this purpose we will introduce the so-called coherent interactor
Ωα

R,LL′(z) [2,9,14] which is a local quantity defined implicitly in terms of the
coherent potential function and the site-diagonal block of the average auxiliary
Green function as

ḡα
R,R(z) = [ Pα

R(z) − Ωα
R(z) ]−1

, (65)

or, explicitly, as

Ωα
R(z) = Pα

R(z) −
[
ḡα

R,R(z)
]−1

. (66)

The coherent interactor describes the effective coupling of a given site R to all
other sites in the system. Using this definition, one can express the conditionally
averaged local auxiliary Green function as

ḡα,Q
R,R(z) =

[
Pα,Q

R (z) − Ωα
R(z)

]−1
. (67)

In the following, we describe a simple iterative scheme solving the CPA condition
(36) using the coherent interactor and (65, 67). We assume that the energy z lies
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outside the real energy axis. For brevity, the energy argument z and the orbital
indices L,L′ will be omitted.

The algorithm starts from an input value Ωα,(0)
R which can be set either to

zero or, e.g., to the converged coherent interactor for a neighboring energy argu-
ment. For a particular iteration leading from Ω

α,(n)
R to the new value Ωα,(n+1)

R ,
the procedure consists of three steps. First, the coherent potential function Pα,(n)

R

at each site R is set up in terms of Ωα,(n)
R and the potential functions Pα,Q

R and
concentrations cQR of all components Q according to the relation[

Pα,(n)
R − Ω

α,(n)
R

]−1
=

∑
Q

cQR

[
Pα,Q

R − Ω
α,(n)
R

]−1
, (68)

or, explicitly,

Pα,(n)
R =

{ ∑
Q

cQR

[
Pα,Q

R − Ω
α,(n)
R

]−1
}−1

+ Ω
α,(n)
R . (69)

Second, these coherent potential functions are used to calculate the site-diagonal
blocks ḡα,(n)

R,R of the average auxiliary Green function

ḡ
α,(n)
R,R =

{ [
Pα,(n) − Sα

]−1 }
R,R

. (70)

Third, the new value of the coherent interactor Ωα,(n+1)
R at each site R is obtai-

ned from the relation[
Pα,(n)

R − Ω
α,(n+1)
R

]−1
= ḡ

α,(n)
R,R , (71)

or, explicitly,

Ω
α,(n+1)
R = Pα,(n)

R −
[
ḡ

α,(n)
R,R

]−1
. (72)

These three steps have to be repeated in order to obtain converged quantities
Ωα

R and Pα
R at all sites. Steps (69, 70, 72) preserve the Herglotz property of the

matrix quantities Ωα
R, Pα

R, ḡα
R,R. Convergence is achieved typically after 5 to 20

iterations depending on the alloy system and the complex energy variable.
Substantial acceleration of charge selfconsistent calculations for random sy-

stems can be achieved by repeated alternation of one CPA iteration and one up-
date of one-electron potentials (see Sect. 5). In such case, the potential functions
of all alloy components in (68, 69) are replaced by the n-dependent quantities
P

α,Q,(n)
R . The update of the one-electron potentials and the potential functions

follows the CPA iteration (69, 70, 72) and is based on charge densities derived
from the conditionally averaged local auxiliary Green functions

ḡα,Q
R,R =

[
P

α,Q,(n)
R − Ω

α,(n+1)
R

]−1
. (73)

In this way, the CPA selfconsistency is obtained simultaneously with the LSDA
selfconsistency.
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4 Surfaces and Interfaces

Applications of the single-site CPA to layered systems on lattices with two-
dimensional (2D) translational symmetry require special approaches to calculate
the Green function quantities involved. Below we summarize the most essential
relations of a technique based on the concept of principal layers and the surface
Green functions [26–28].

The approach rests on the use of the tight-binding LMTO representation
β which provides the most localized structure constants Sβ

RL,R′L′ [16,17], and
on the representation invariance of the CPA (Sect. 3.3). The finite range of the
tight-binding structure constants allows to introduce the principal layers in such
a way that (i) each principal layer consists of a finite number of neighboring
atomic layers, (ii) the whole lattice can be considered as a stacking of an infinite
sequence of the principal layers labeled by an integer index p, see Fig. 3, and (iii)
the structure constants Sβ

RL,R′L′ couple only the neighboring principal layers.
The sites R of a given system can be then written in a form R ≡ (p,B,T ‖),
where p is the index of the principal layer, B denotes the corresponding basis
vector (mostly an atomic layer) in the p-th principal layer, and T ‖ is a 2D
translation vector such that R = B + T ‖. We assume for simplicity that each
principal layer contains the same number nB of the basis vectors B.
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Fig. 3. Principal layers for a single interface of two semi-infinite systems

As a consequence of the 2D translational symmetry of the lattice, a 2D lattice
Fourier transformation of the structure constant matrix leads to a k‖-dependent
matrix

Sβ
pBL,p′B′L′(k‖) =

∑
T ‖

Sβ
pBL,p′(B′+T ‖)L′ exp(i k‖ · T ‖) , (74)

where k‖ denotes a vector in the 2D BZ. It should be noted that the tight-
binding structure constants (74) vanish for |p − p′| > 1, i.e., they form a block
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tridiagonal matrix with respect to the principal-layer index. In the following, we
will often omit the composed matrix index BL so that matrix quantities with
elements XpBL,p′B′L′ and Wp,BL,B′L′ will be respectively abbreviated as Xp,p′

and Wp. The dimension of the latter matrices is equal to nB(�max + 1)2, where
�max denotes the angular-momentum cutoff.

Let us consider the case of a single interface of two semi-infinite systems. Ex-
amples of this situation are: a surface of a bulk alloy (solid-vacuum interface), an
epitaxial interface of two alloys (metals), a special grain boundary in a bulk me-
tal, etc. The treatment of all these cases can be greatly simplified due to the fact
that all inhomogeneities are confined to an intermediate region of a finite thickn-
ess (principal layers 1 ≤ p ≤ M) placed between two semi-infinite substrates, see
Fig. 3. The electronic properties (e.g., the coherent potential functions) of both
unperturbed substrates are supposed to be known and the main interest then
concentrates on the intermediate region. Let us assume that the configuration-
independent properties of the layered alloy system exhibit the 2D translational
symmetry of the underlying lattice. As a consequence, the coherent potential
functions for all lattice sites reduce to pB-resolved quantities Pβ

pB,LL′(z) which
form matrices Pβ

p (z) with elements Pβ
p,BL,B′L′(z) = Pβ

pB,LL′(z) δBB′ . The aver-
age auxiliary Green function (24) can be then calculated using the corresponding
lattice Fourier transform ḡβ

pBL,p′B′L′(k‖, z).
The layer-diagonal (p = p′) blocks of the latter can be expressed as

ḡβ
p,p(k‖, z) =

[
Pβ

p (z) − Sβ
p,p(k‖)

− Γ β,<
p (k‖, z) − Γ β,>

p (k‖, z)
]−1

, (75)

where the the first two terms in the bracket correspond to the isolated p-th layer
while the so-called embedding potentials Γ β,<

p (k‖, z) and Γ β,>
p (k‖, z) reflect the

influence of the two semi-infinite parts adjacent to the p-th principal layer –
the superscript < (>) refers to the part consisting of all principal layers p′ < p
(p′ > p). The embedding potentials for layers inside the intermediate region
(1 ≤ p ≤ M) can be calculated from recursion relations

Γ β,<
p (k‖, z) = Sβ

p,p−1(k‖)
[

Pβ
p−1(z) − Sβ

p−1,p−1(k‖)

− Γ β,<
p−1(k‖, z)

]−1
Sβ

p−1,p(k‖) ,

Γ β,>
p (k‖, z) = Sβ

p,p+1(k‖)
[

Pβ
p+1(z) − Sβ

p+1,p+1(k‖)

− Γ β,>
p+1(k‖, z)

]−1
Sβ

p+1,p(k‖) , (76)

and from the starting values

Γ β,<
1 (k‖, z) = Sβ

1,0(k‖) Gβ
left(k‖, z) S

β
0,1(k‖) ,

Γ β,>
M (k‖, z) = Sβ

M,M+1(k‖) Gβ
right(k‖, z) S

β
M+1,M (k‖) . (77)
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The matrix quantities Gβ
left(k‖, z) and Gβ

right(k‖, z) in (77) are the surface Green
functions of the two semi-infinite substrates sandwiching the intermediate region.
The calculation of the layer-diagonal blocks of the Green function according to
(75, 76) is obviously an order-M procedure.

The surface Green function (SGF) is defined as a projection of the full Green
function of a semi-infinite layered system onto its outer principal layer. For a
semi-infinite system consisting of identical principal layers, one can apply the
concept of removal invariance [2] to derive a closed condition for the SGF which
reflects the true semi-infinite geometry of the system. In the case of the left
substrate in Fig. 3, this condition is

Gβ
left(k‖, z) =

[
Pβ

0 (z) − Sβ
0,0(k‖)

− Sβ
0,−1(k‖) Gβ

left(k‖, z) S
β
−1,0(k‖)

]−1
, (78)

whereas an analogous condition for the right substrate is omitted here for brevity.
Both conditions are of the same form, namely

G = (D − A GB)−1 , (79)

where G is the SGF and where the k‖- and z-arguments were suppressed. The
most direct method to solve (79) is based on simple iterations [28]

G(n+1) = (D − A G(n)B)−1 (80)

starting from an input value G(0) which can be set either to zero or, e.g., to
the converged SGF for a neighboring energy argument. The latter choice of
G(0) substantially reduces the number of necessary iteration steps, especially for
complex energies close to the real axis. The iterative procedure (80) is easy to
implement, leads always to the correct solution of (79) satisfying the Herglotz
property, and has a direct physical meaning: G(n) with the initial value G(0) = 0
corresponds to the SGF of a stacking of n identical principal layers. The number
of steps to get a converged SGF depends on the imaginary part of the complex
energy z, but in most applications several tens of iterations are sufficient. In
the cases where an enhanced accuracy of the SGF and/or very small Im z (less
than 10 mRy) are needed, the SGF can be more efficiently obtained by means of
the renormalization-decimation technique [15,18,29]. The high efficiency of the
latter method is due to an exponential increase of the thickness of an effective
layer with the number of iterations, in contrast to the linear increase inherent
to the simple procedure (80).

For evaluation of local physical observables as well as for the solution of the
CPA condition, the site-diagonal blocks of the average auxiliary Green function
are of central importance (see Sect. 3). They can be obtained by a 2D BZ-
integration of (75) as

ḡβ
pBL,pBL′(z) =

1
N‖

∑
k‖

ḡβ
pBL,pBL′(k‖, z) , (81)
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where N‖ is the number of k‖-points sampling the 2D BZ. The layer-diagonal k‖-
dependent average auxiliary Green functions (75) enter also the corresponding
Bloch spectral functions (k‖-resolved densities of states). They are defined in
analogy to (56) as

ApBL(k‖, E) = − 1
π

Im ḠpBL,pBL(k‖, E + i0) , (82)

where the lattice Fourier transform of the average physical Green function is
given by (cf. (57))

ḠpBL,pBL(k‖, z) =
∑
L′L′′

M̃β
pB,LL′(z) ḡβ

pBL′,pBL′′(k‖, z) Mβ
pB,L′′L(z)

+ Lβ
pB,LL(z) . (83)

It should be noted that the Bloch spectral functions (82) represent a suitable
tool to study surface/interface states in disordered as well as ordered layered
systems.

Figure 4 shows the local densities of states at the (001) surface of a random
non-magnetic bcc Fe0.15V0.85 alloy. One can clearly see a rapid convergence of
the layer-resolved densities to their bulk counterparts, which justifies numerically
the concept of the intermediate region of a finite thickness. The bands in the
top surface layer are narrower than the bulk ones and the pronounced minima
in the middle of the bcc bulk bands are absent in the top surface layer. These
effects can be ascribed to the reduced coordination of the surface atoms. As
a consequence, both components exhibit a strong enhancement of the surface
densities of states at the Fermi energy (see Fig. 4) which in turn can induce a
surface magnetic instability of the non-magnetic bulk alloy.

5 Charge Selfconsistency for Random Alloys

The LSDA selfconsistency for substitutionally disordered systems within the
CPA and the ASA is based on the average component-resolved charge densities
(42). In the following formulas, we use atomic Rydberg units (e2 = 2) and
assume a spin-polarized non-relativistic system with a collinear spin structure.
The spin-dependent charge densities inside the individual atomic spheres will
be denoted �Q

Rσ(r) where σ = ↑, ↓ is the spin index. Related quantities are the
spherically averaged spin-dependent densities

�̃Q
Rσ(r) =

1
4π

∫
�Q

Rσ(r) d
2r̂ , (84)

and the total electronic charge densities

�Q
R(r) = �Q

R↑(r) + �Q
R↓(r) , �̃Q

R(r) = �̃Q
R↑(r) + �̃Q

R↓(r) . (85)
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Fig. 4. Layer-resolved local densities of
states for Fe (full lines) and V (dotted
lines) atoms at the (001) surface of the
random bcc Fe0.15V0.85 alloy. The top
four layers and the bulk layer are deno-
ted by S, S-1, S-2, S-3, and bulk, res-
pectively. The vertical line denotes the
position of the Fermi energy

The selfconsistent one-electron component-dependent ASA potentials are then
given by

V Q
Rσ(r) = − 2 ZQ

R r−1 +
∫

(R)
2 �̃Q

R(r′) |r − r′|−1 d3r′

+ Vxc,σ
(
�̃Q

R↑(r), �̃
Q
R↓(r)

)
+ VMad,Rs , (86)

where the integration is carried out over the R-th atomic sphere. The first term
in (86) is the Coulomb potential due to the point-like nuclear charge ZQ

R, the
second term is the Hartree potential due to the spherically symmetric charge
density �̃Q

R(r), the third term represents the exchange-correlation contribution,
and the last term is the Madelung contribution. The exchange-correlation term
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is evaluated according to a standard relation

Vxc,σ(�↑, �↓) =
∂

∂�σ
[ (�↑ + �↓) εxc(�↑, �↓) ] , (87)

where εxc(�↑, �↓) is the exchange-correlation energy per particle of a spin-polarized
homogeneous electron gas. The Madelung contribution VMad,Rs in (86) is a spe-
cial case (for L = (�,m) = (0, 0)) of the multipole Madelung terms defined
by

VMad,RL =
∑
R′L′

′
MRL,R′L′ q̄R′L′ , (88)

where the primed sum indicates exclusion of the term R′ = R. The constants
MRL,R′L′ in (88) describe the electrostatic interactions between two multipoles
located at the sites R,R′ and the quantities q̄RL are average multipole moments
due to the total (electronic and nuclear) charge densities inside the atomic sphe-
res,

q̄RL =
∑
Q

cQR qQ
RL ,

qQ
RL =

√
4π

2�+ 1

∫
(R)

r� YL(r̂) �
Q
R(r) d3r − ZQ

R δ�,0 . (89)

Let us note that q̄Rs and qQ
Rs (� = 0 in (89)) refer to the net charges inside

the R-th sphere. The summations in (88) for infinite lattices with two- or three-
dimensional translational symmetry can be performed using the corresponding
Ewald techniques [15,18,30]. For bulk systems the Madelung contribution (88) is
often calculated only from the net charges q̄Rs, whereas for surfaces an inclusion
of the dipole moments is inevitable, e.g., for a good description of the surface
dipole barrier and the work function [30].

For calculations of charge densities, the energy dependence of the regular
radial amplitude in (3) is replaced by a truncated Taylor expansion at an energy
EQ

ν,R�σ in the center of the occupied part of the valence band

ϕQ
R�σ(r, E) = φQ

R�σ(r) + φ̇Q
R�σ(r)

(
E − EQ

ν,R�σ

)
+

1
2
φ̈Q

R�σ(r)
(
E − EQ

ν,R�σ

)2
, (90)

which results in a simple expression for the spherically averaged charge density
(84)

�̃Q
Rσ(r) =

1
4π

∑
�

{
mQ,0

R�σ

(
φQ

R�σ(r)
)2

+ 2mQ,1
R�σ φ

Q
R�σ(r) φ̇

Q
R�σ(r)

+ mQ,2
R�σ

[(
φ̇Q

R�σ(r)
)2

+ φQ
R�σ(r) φ̈

Q
R�σ(r)

] }

+ �Q,core
Rσ (r) . (91)
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In (91) the last term denotes the core contribution while the quantities mQ,k
R�σ

(k = 0, 1, 2) represent the lowest energy moments of the QR�σ-projected valence
densities of states (41)

mQ,k
R�σ =

∫ EF

EB

(
E − EQ

ν,R�σ

)k
�∑

m=−�

nQ
RLσ(E) dE , (92)

where EB denotes the bottom of the valence band. Similarly, the multipole
moments qQ

RL (89) reduce to several radial and energy integrations [15,30]. The
latter are of the type (k, k′ = 0, 1, 2)

mQ,kk′
R,LL′,σ =

∫ EF

EB

(
E − EQ

ν,R�σ

)k
nQ

R,LL′,σ(E)
(
E − EQ

ν,R�′σ

)k′
dE (93)

representing thus the lowest energy moments of the local density of states matrix
nQ

R,LL′,σ(E) (40).
As follows from (40), the energy integrals (92, 93) over the occupied part of

the valence spectrum can be generally formulated as

− 1
π

∫ EF

EB

Im F (E + i0) dE =
1
2πi

∫
C

F (z) dz . (94)

The function F (z) is an analytic function of the complex energy variable z
(except at poles and/or branch cuts lying on the real energy axis) which satisfies
F (z∗) = F ∗(z). The r.h.s. integral in (94) is taken along a closed contour C
intersecting the real energy axis at the Fermi level and enclosing the occupied
valence band. Standard quadrature techniques lead to an approximation

1
2πi

∫
C

F (z) dz ≈ Re

[
N∑

n=1

wn F (zn)

]
, (95)

which replaces the original integral along the real axis by a finite sum with N
complex weights wn and nodes zn ∈ C. All nodes zn can be chosen in the upper
(or the lower) complex halfplane. They are usually taken along a semicircle
contour with a denser mesh near the Fermi energy. Experience shows that a
relatively modest number of nodes (N ∼ 10 to 20) is sufficient to achieve desired
accuracy in most charge selfconsistent calculations. Minor complications arise in
selfconsistent bulk calculations in which the Fermi energy EF is unknown and
changes in each iteration (contrary to the case of surfaces where the value of
EF is fixed from a previous calculation of the bulk substrate). Fortunately, it is
not necessary to locate the bulk Fermi level exactly in each iteration but merely
to update its value so that the convergence of EF proceeds simultaneously with
that of the one-electron potentials.

Iterative procedures leading to selfconsistent one-electron potentials (or charge
densities) have been recently systematically accelerated by means of quasi-Newton
methods (like the Anderson and the second Broyden mixing scheme) [31]. These
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techniques are efficient also for random alloy systems where the LSDA-CPA
selfconsistency can be achieved by alternating updates of the one-electron po-
tentials and the coherent interactors (Sect. 3.4). According to our experience, the
full convergence in all-electron calculations can be obtained in 30 to 80 iterations
for most systems.

The total energy for non-random systems within the ASA [17,20,30] can
be directly generalized to the case with substitutional randomness. The final
formula is given by a concentration-weighted sum of RQ-dependent terms

E =
∑
RQ

cQR EQ
R , (96)

where the individual contributions EQ
R are explicitly given by

EQ
R =

∑
σj

εQ,core
Rσj +

∑
Lσ

∫ EF

EB

E nQ
RLσ(E) dE

−
∑

σ

∫
(R)

�̃Q
Rσ(r) V

Q
Rσ(r) d

3r

+
∫

(R)
�̃Q

R(r)
[
εxc

(
�̃Q

R↑(r), �̃
Q
R↓(r)

)
− 2 ZQ

R r−1
]
d3r

+
∫

(R)

∫
(R)

�̃Q
R(r) �̃Q

R(r′) |r − r′|−1 d3r d3r′

+
1
2

∑
L

qQ
RL VMad,RL . (97)

The first term in (97) is the sum of core eigenvalues εQ,core
Rσj labeled by j, while

the second term represents an energy contribution due to the valence densities
of states nQ

RLσ(E) (41). It can be trivially expressed in terms of the moments
mQ,k

R�σ (92).
Let us note that the above presented formulas for the one-electron potentials

(86) and for the total-energy contributions (97) were derived under a complete
neglect of any correlations (i) between the occupation of a particular site R and
the charge densities inside the other atomic spheres, and (ii) between the charge
densities inside different atomic spheres. These neglected correlations result then
in the component-independent Madelung terms VMad,RL (88) due to the average
multipole moments q̄R′L′ (89). This simple treatment is fully compatible with
the mean-field nature of the single-site CPA.

However, it has been found in a number of applications of the CPA that
the neglected charge correlations lead to substantial errors in the calculated
total energies. Several schemes were suggested to remove this drawback. Let us
consider for simplicity only the case of random binary bcc or fcc alloys. The
condition of the overall charge neutrality together with the neglect of higher
multipole moments leads to a vanishing mean-field Madelung contribution VMad,s
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to the one-electron potential (the site index R is omitted). The screened CPA [32]
and the screened impurity model [33] lead to a component-dependent Madelung
term

V Q
Mad,s = − 2 qQ

s d−1
nn , (98)

where dnn denotes the distance between the nearest neighboring sites of the
lattice. This shift of the one-electron potentials follows from an assumption of a
perfect screening of the net charge qQ

s by compensating charges located on the
nearest neighbors. The correction to the total alloy energy per lattice site is then
given by

∆E1 = β
∑
Q

cQ qQ
s V Q

Mad,s , (99)

where the prefactor β equals 1/2 for the screened CPA [32,34] whereas for
the screened impurity model the whole interval 1/2 ≤ β ≤ 1 was considered
[33,35,36]. Another approach employs an idea of neutral atomic spheres [37,38]
where the sphere radii sQ are changed (keeping the average atomic volume fi-
xed) to achieve vanishing net charges (qQ

s = 0) for both alloy components. All of
these schemes improve considerably the calculated total energies for many alloy
systems but a detailed assessment of their validity especially for alloy surfaces
remains yet to be done.

6 Extensions and Applications of the LMTO-CPA

The non-relativistic TB-LMTO-CPA theory of substitutionally disordered al-
loys can be generalized to include properly all relativistic effects based on the
Dirac equation. The relativistic theory in the non-magnetic case represents a
straightforward modification of the non-relativistic counterpart [15,39] whereas
for spin-polarized systems certain theoretical as well as technical problems ap-
pear [15,40]. Nevertheless, many of the theoretical concepts introduced above
remain valid.

The energetics of metallic alloys and their surfaces with applications to orde-
ring and segregation phenomena is usually studied in terms of effective interato-
mic interactions. They can be determined from ab initio electronic structure cal-
culations using either the generalized perturbation method [23] or the Connolly-
Williams inversion scheme [41]. In the context of the LMTO-CPA theory, the
generalized perturbation method was described in [15,42] and reviewed in [43],
while a modification of the Connolly-Williams approach was developed in [44].

Recent applications of the selfconsistent LMTO-CPA method cover a large
area of the modern theory of alloys. The ground-state properties of non-magnetic
bulk random alloys were investigated, e.g., in [33,35,38], while the Fermi surfaces
and the electronic topological transitions were studied in [45]. Existing appli-
cations to magnetic bulk alloys include studies of the local magnetic moments
[40,46], various aspects of the Invar alloys [47,48], the structural stability [49,50],
the ordering tendencies [49,51,52], and the Curie temperatures [43].
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The electronic structure of surfaces of random alloys was investigated, e.g., in
[39,53–55], studies of the surface segregation were published in [42–44,54,56,57],
and calculations of the surface magnetic properties of random alloys were pre-
sented in [58,59].

Two-dimensional random alloys which can be formed at an epitaxial interface
of two different metals represent another field of applicability of the LMTO-CPA
method. The electronic structure of non-magnetic random overlayers on metallic
substrates was calculated, e.g., in [55,60,61] while random magnetic overlayers
on non-magnetic substrates were studied in [46,62,63]. The adlayer core-level
shifts of random overlayers were calculated in [64], the ordering tendencies in
surface non-magnetic alloys were analysed in [65], the interplay of magnetism
and ordering was considered in [51], and the stability of metallic interfaces was
investigated in [66].

The interlayer exchange coupling, encountered in epitaxial magnetic multi-
layers, is another quantity which can be influenced by substitutional disorder
both in the magnetic layers and in the non-magnetic spacer. Applications of
the LMTO-CPA to this problem can be found in the review [67] and references
therein.

The formalism presented in this paper as well as the applications listed above
are heavily based on the ASA. A development of a full-potential version of the
LMTO-CPA is difficult due to the dependence of each LMTO on the occupation
of all lattice sites. This complicated configuration dependence of the LMTO’s
can be removed in the so-called pure-L approximation for the TB-LMTO’s [68]
and the corresponding single-site CPA theory can be then derived. This was
done in [69,70] together with applications to random fcc Li-Al and Ni-Pt bulk
alloys.
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12. R. Richter, H. Eschrig, and B. Velický, J. Phys. F: Met. Phys. 17, 351 (1987).
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